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PIEU KIEN CAN TOI UU CHO BAI TOAN TOI UU HAI CAP

Tran Thi Mai', Pham Thj Linh?

Tom tat
Bai toan toi wu hai cap dang hap dan cac nha khoa hoc nghién ciru do ¥ nghia khoa hoc va tinh ing
dung réng rai cia bai toan trong thuc té. Toi wu hai cap xudt hién trén sach bao, tap chi thirong c6 lién
quan dén cac hé thong phan cap. Bai toan téi wu hai cdp bao gom hai bai toan téi wu, trong dé mgt
phan di liéu cua bai toan thi nhdt diroe xdc dinh dn thdng qua nghiém cuia bai toan thir hai. Nguwoi ra
quyét dinh ¢ méi cdp ¢6 gang téi wu héa (cuc tiéu hay cuc dai) ham muc tiéu riéng cua cap minh ma
khéng dé y téi muc tiéu cua cdp kia, nhing quyét dinh cia mai cap lai anh hwong téi gia tri muc tiéu
cua ca hai cap va téi khdng gian quyér dinh n6i chung. M6 hinh toan hoc cia bai toan toi wu hai cap
cling Véi cong Cu durdi Vi phan suy réng ding dé thiét |dp diéu Kién t6i wu cho bai todn dwoc chling toi
trinh bay trong bai bao nay.
Tir khoa: Bai toan, bai toan hai cap, dwdi vi phan suy réng, nghiém, téi wu.

NECESSARY CONDITIONS FOR BILEVEL OPTIMIZATION PROBLEM

Abstract
Bilevel optimzation is attracting scientists due to its scientific significance and wide applicability in
practice. The bilevel programming in books and magazines is often related to hierarchies. The bilevel
optimzation includes two optimal problems, in which a part of the data of the first problem is identified
through the solution of the second problem. The decision maker at each level tries to optimize
(minimum or maximum) the function of his own level without paying attention to the goal of the other
level but the decision of each level affects the target value of both levels and the decision space in
general. The math model of bilevel optimzation along with the convexificator tool used to establish
optimal conditions for the problem is presented in this paper.
Keywords: Problem, bilevel programming, convexificator, solution, optimization.
JEL classification: C; C02

1. Introduction Mathetical model of bilevel programmimg

Bilevel programming is arising from problem (P)in this paper is a sequence of two
actual needs such as: Problem of socio-economic optimization problems in which the feasible
development planning for a territory or a region of upper-level problem (R) s

country. Inside, the upper-level is the state that
controls policies such as tariffs, exchange rate,
import quota... with the aim of creating more

determined implicitly by the solutions set of the
lower-level problem (P,). It may be given as

jobs, minor resource usage... Lower-level are the follows:
companies with the goal of maximizing income Min  F(x,Y)
with the constraints on superiors' policies. Or, (R): . ’
. P PO’ ' subject to: G(x,y) <0,y e S(x);

resource allocation problem at a firm or a
company with management decentralization. Where, for each xe X, S(x) is the
Inside, the upper echelon plays a central role in solution set of the following parametric
providing resources (capital, supplies and labor) optimization problem:
aiming to maximize the company's profits. .

. ; . I Min o f(x,y)
Lower-level are factories producing products in (R): ) where,
different locations, decide the ratio, own subject to: g(x, y) <0,

production output to maximize the performance
of their units.
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F=(F,. F ) R*xR% > R",

f:R"xR™ >R,

G= (Gl,...,sz):Rnl xR™ — R™
and g =(0;,-, 9y ) R" xR™ —R™;n,
m;,,i =1,2are integers, with n, >1,m, > 0.

Whenever m, =0or m, =0, this means that
the corresponding inequality constraint is absen
inthe (P).

Within the scope of the article, we using
convexificator ~ for  establishing  necessary
condition with optimal solution to the (P) in
finite dimensional space.

2. Preliminaries

Let X be a Banach space, X~ topological

dual of X, X € X . We recall some notions on

convexificators in [4].
Definition 2.1 [4] The lower (upper) Dini

directional derivatives of f : X —)I_Ru{ioo}

at Xe X inadirection v e X is defined as
f (x+to)— f(x)
t

[resp., f; (x;0) = limsup f(x+tv)— f (X)j.

fy (x;0) =lim IRI

t10 t
In case f, (x;v)=f,(X;v) their common
value is defined by f (X;v)which is called Dini
derivative of f in the direction v . The function
f is called Dini differentiable at X its Dini

derivative at X exists in all diretions.
Definition 2.2 ([4]) The

f:X —>I_Ru{ir00} is said to have an upper

function

(lower) convexificator 0 f(x) at x if
Of(X) X (@.f(x)=X?) is  weakly*
closed, and for all v e X,
fy (x,0)< sup <x*,u>
X' <o f (X)
(resp., f, (x,0) > X*kei(ar*lf(x)(x*, u>j

A weakly* closed set 8" f (x) = X is said
to have a convexificator of f at Xif it is both

upper and lower convexificators of f at X.
Proposition 2.1 ([4]) Suppose that the
function f:X —>R admits an upper

convexificator & f(X) at X e X . If f attains

its minimum at X then: O e clconv 8" f (X)

where cl and conv indicate the weakl* closure
and convex hull, respectively.
Proposition 2.2 ([4]) Suppose that the

function f =(f,f,,...f,) be a continuous
function from R” to R"and g be continuous
function fromR" to IR . Suppose that, for each
i=1..,n, f, admits a bounded convexificator
0 f.(X) and g admits a bounded convexifi-cator
o' g(X)at X. For each i=1,..,nif & f(X)

and 9 g(X) are upper semiconti-nuos at X then
the set:

& (f20)(X)=0"g(f (X)) f,(X),...,0" (X))
is a convexificator of fog at X.

We shall begin with establishing necessary
optimality condition for optimal solutions of
bilevel programming problem.

3. Optimality condition

A pair (X,¥)is said to be optimal solution

to the (P) if it is an optimal solution to the

following problem: Min, . <F(X,y) where,

S ={(X,y)eR"xR™ :G(x,y) <0; yeS(x)}.
According to Stephane Dempe [3], (P) can be
replaced by (P"): Min F(x,y),

subject to:

G(x,y)<0, g(x,y)<0; f(x,y)-V(x)<0
véi (X,y) e R" xR™.

Luderer (1983) has proved that the problem
(P”) has an optimal solutions, where

V(x)=myin{f(x, y):g(x, y)go,yeR“Z}.

Assumption 3.1 Dempe [2] has proved that
under the following hypotheses

(H,),(H,),(H,), the problem (P) has at lest
one optimal solution.
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(H): F(,.), T(,.),a9(,.) and G(.,.) are
lower semicontinuos (l.s.c) on R™ xR™ ;
(H2): V(.,.) is upper semicontinuos (u.s.c) on

R"™;

(Hs): The problem (P”) has at least one
feasible solution, there exists v < C <oo such

M={kxy)e R™xR™ :G(x,y) <0,
9(x,y)<0,F(x,y) <c}

is not empty and bounded.

Definition 3.1 [1] The problem (P) is said
to be regular at (X,y) if there exists a

neighborhood U of (X,y) and &, >0 such
that

V(u,0) e R xR™;V(x,y)eU;
Vx; €co g(x,Y); VX €co G(X,Y);
vx; eco f(x,Y); VX, €V (x)x{0};
3¢ e SR,
such that
1Y%, Y) +0G (%, y) +{(X . X6 X; =%,£)) 20.
Theorem 3.1 Let (X,Y)is a solution of (P).

Suppose that, there exists a neigh-borhood
Uc X at (X,y) such that the functions

F, f,g,G are continuous on U and admits
bounded convexificators.

dF(X,y);0 (X,¥);:0°9(X,y);0 G(X,Y)
at (X,Y).

Assume that:

OF;0f;

0'9;0G
are upper semicontinuos at (X, ).

Then, there exists scalars A, A,,..., 4,4

y >0and vector
,uz(,ul,...,,unh)e]RTl;

L= (Ul""1um2) €R™ such that:

12

|(oy)|=1 and > 4 =1,
k=1
le/uigi(il y)=0 and ZZ:IL‘jGj(Yi y)=0;
i=1 j=1
(0,0) e cl{i Aconv 0'F (X, ¥)+
k=1

m
Analyeonv 81, (X,¥) + 3 peonv 87g; (X, ¥)

i=1
+Y_v;conv 8'G, (X, V) - 7(a'V (X) {0}, (1)
j=1
where,
{ oV (X)=conv {8 f (., y)(X):y e J(X)}
J(X)={yeR™:9(X,y)<0; f(X,y) =V (X)}
If in addition to the above assumptions, the
problem (P) is regular at (X,y) one has
A, >0,k :1,_m.
Proof
A ccording to Stephane Dempe [3], (P)

Min F(X,y),

can be replaced by (P"):
subject to:

G(x,¥)<0, g(x,¥)<0; f(x,y)-V(X)<0
with V(x,y) e R™ xR™.

Applying the scalarization theorem by
Gong (2010, Theorem 3.1) to Problem (P")
yields the existence of a continuous positively

homogeneous subadditive function A on R"
satisfying

Y, — Y, €intRT = A(y,) < A(yl)
and: (A-F)(X,y)>0,V(x,y)eM

Hence, (X,y) is a minimum of the
following scalars optimization Problem (MP):
Min (A< F)(x,Y),
subject to:
G(x,y)<0, g(x,y)<0; f(x,y)-V(x)<0
with V(x,y) e R" xR"™

Luderer (1983) has proved that the problem
(MP) has an optimal solutions, where

V(x):myin{f(x, y):g(Xx, y)go,yeR“Z}.

Taking account of Theorem 1 in Bard
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(1984) to the scalars problem (MP) yields the
exists 0,6, y=20 and vector

,u:(ﬂl,...,,uml)e]RTl; UZ(Ul,...,UmZ)GRTZ
such that
(,0,7)|=1and 6+6, =1

my M,
Zﬂlgl(ily)zo and ZﬂJGJ(Yvy)ZO
(0,0) e cl{conv 0" (A - F)(X,V)

my m,
+6[D_ pmconv 0°g; (X, ¥) + D v;,conv G, (X,Y)

i1 =1

+yconv 8 f(X,¥)-7(@V(X)=x{H]} (2

where,

{a’\/ (X)=conv {"f (., y)(X):y € J(X)}
J(X)={yeR™:g(X,y)<0; f(X,y) =V (X)}

We now check hypotheses of a chain rule
by Jeyakumar-Luc ([4], Prop 5.1) to the
composite function (AoF)(x,y) . Since the
function A is continuous convex, we can apply
Proposition 2.2.6 trong Clarke (1983) to deduce
that it is locally Lipschitz.Hence, its

subdifferential 0. A(F(X,y)) is abounded

convexificator of A at F(X,y)=0. Since

function A is convex and locally Lipschitz,

Proposition 7.3.9 trong Schirotzek (2007) was

poined that:

aCA(F(X,V) (X, y)) = aA(F(Y,V) (X, ).
Moreover, due to Proposition 2.2, we have

OcA(Fy gy X D@ F (X, Yy, 0 F (X, Y),0)

is a convexificator of (Ao F)(X,y)at (X,Y).
It follows from (2), we obtain

(0,0) € CHO B A(Fie 5, (X, TN@ F (X, Py

m
0'F(X,Y),)+ 6> meonv 8°g,(X, ¥)
i=1

+2 v,conv 8°G; (X, )+ yconv & f (X, ¥)
j=1
~7(@V (X)x{0h]}. ®3)
Since F; ;,(X,¥) =0, it follows from (3) that
there exists a sequence

z, ecl{8 0. A(0)(O F(X,V),-0 F(X,¥),)
my My

+6 [ peonv 87g, (X, ¥) + Y_v,conv 8'G,(X, Y)
i=1 =1

+yconv & f (X, ) -y(@V(X)<{0P},  (4)
such that lim =0. By (4), there exists a

N—-+o0 Zn

sequence {¥,} < d.A(0) = R" such as
2, €O 7,(0F (X, ¥)y,. O F(X,Y),)

m m,
+6[> peonv 8°g; (X, )+ Y v,conv 3G, (X, )
i=1 i=1
+yeonv 8 (X, )= 7@V (X)x{0h]}, ()

Since 0.A(0) is a compact set in R™, we can
assume that Putting

eR™. It

Xo = 2 €0:A0) .
A=0.y one has A=(4,...4,).
follows from (5), we have

(0,0) e c{A(@'F (X, ¥),,....,0 F(X,¥),,)

+91[iyiconv 0'g,(X.y)+ iujconv J'G,(X,)
+yconv 8 f (X,7) - y(@V (X)x{0P]},  (6)

Sine A=(4,...,4,), putting 6, =4, , by
virtue of (6), its holds that

(0,0) e c{D>_ Aconv 8"F (X, V)
k=1
n"l *
+ Al coNV 0°g;(X, Y)
i=1

+3 v conv 8°G, (X, ¥) + yeonv 8" f (X, Y)
1

=
~7(0V (%) x{0h]},
which implies (6).
Let us see that
A e RT\{0}(Vi=1,...,m). Since >0, we
just need to prove y € R7 \{0}. Indeed, for
any it can be written 0—(—y) eint R". We
have
<)?’ _y> = <)?1 F(y,y) (Y, 7) —-y- F(Y,V) (Y, 7)>
SA(Fy ) (X, ¥) =) = A(Fg 5y (X, Y)
=A(-y)<P(0)=0.
Consequently, ¥ € R \{0},and so, it can
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m m+1 In our article, the optimal condition of the
be assumed that ;Zk =1. Hence, ;ﬂk =1 problem is established for function vector in

R™ . This is a new result, have scientific
meaning and tools to prove the problem is
convexificator, currently many scientists are
interested.

which completes the proof.
4. Conclusions

In reference [2], the author applies bilevel
programming problem with the function
considered is scalar function in R .
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